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Executive Summary

Multiple scales are inherent to collaborative adaptive systems (CAS). They can be temporal, for
example, adjusting the production of a large power plant takes hours while appliances can switched
on or off the instant a signal is received. They can also be organizational and represent a hierarchical
structure, for example a smart building that contains rooms. Fluid approximations, and in particular
mean-field limits, are a powerful tool to conduct a quantitative analysis of large stochastic systems. Yet
existing techniques are not well adapted to study multiple-scale behaviour. This deliverable reports
on Task 1.1 and 1.2 of Work Package 1. We mainly focus on two aspects: (1) how to define and
construct mean-field limits in the presence of multiple scales and (2) what approximations are needed
to build efficient control algorithms for smart grids. This deliverable presents results from published
papers by the members of the project as well as the relevant literature. Our approach is to develop
the theory in a way informed by examples. The results presented in this deliverable are motivated
by their applicability to model smart grids and smart buildings. Hence, each section contains at least
one concrete example of how the results apply to our case-studies.

We first present a review of model reduction techniques in the presence of multiple time scales.
This occurs when the states of some objects evolve at a much faster time scale than others (for
example, small electric appliances and big power plants). We compare existing reduction techniques
for deterministic dynamical systems, a mature subject, with on-going work on stochastic systems. This
review shows that a number of time-scale reduction techniques can be readily applied to mean-field
models. It gives us tools to develop the analog for stochastic systems.

We then describe the situation when there are multiple population scales. Our basic example is
when one centralized controller interacts with many appliances. We show that in such cases, the limit
is naturally described by a stochastic hybrid system. We describe how to construct the limit and the
limitations of the approach. This technique reduces greatly the complexity of the simulation while
maintaining a good accuracy.

We develop a novel formalism to describe systems of systems. This can model systems that have
a hierarchical organization. This formalism allows us to automatically reduce the complexity of the
mean-field equations, by exploiting symmetries in the model. This method can be applied iteratively,
to construct hierarchical abstractions of systems. We illustrate our method to describe the behaviour
of a collection of smart buildings.

In the last section, we demonstrate the use of optimization tools for building control algorithms
in electrical systems that have a large production of renewable energy. We model and treat two
challenges: large forecast uncertainties and presence of delay due to multiple time scales. We study
two directions based on centralized and distributed control. We develop storage and demand/response
management policies, where a central controller sends signals to smart users to adapt the consumption
to the production. These policies are more robust to forecast errors than existing strategies.

To conclude, this work package reports on progress that has been made on the fundamental aspects
of multi-scale modeling as well as on advances in the smart-grid case study. This constitutes a first
attempt to build generic tools that will be applicable to the analysis and the optimization of the
other case studies. We will continue the development of these generic methods to incorporate spatial
behaviour (Work Package 2) and apply these techniques to fluid model checking (Work Package 3).
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1 Introduction

The QUANTICOL project will build a tool to analyze and improve the behavior of collective adaptive
systems. This tool will rely on the use of deterministic approximation techniques, and in particular
mean field techniques, to model the behavior and build control algorithms for complex stochastic
systems. Our case-studies are characterized by the presence of multiple scales. These scales can be
temporal – for example coexistence of fast and slow dynamics – or organizational – for example, a
centralized controller and many individuals or a structured hierarchy of systems.

In this deliverable, we present the different research activities that have been carried out in the
context of the project to model and understand multiple scale behavior. Within our contributions, we
try to cover all aspects, from the most fundamental ones to the more applied ones. The organization
of the deliverable reflects this. First, in Section 2, we present an quick introduction to mean-field
approximation and its use in quantitative analysis. This section serves as an introduction for the main
concepts developed in the rest of this deliverable as well as the Deliverables 2.1 and 3.1. Current mean
field theory is focused mainly on ODE limits, which are not fully adequate to describe systems with
multiple organizational scales or multiple temporal scales. Hence, in Sections 3, 4 and 5, we introduce
a number of formalisms and methodologies to treat multiple scale behaviors. Finally, we present the
applications to the control of smart grids in Section 6.

In Sections 3, 4 and 5, we present an overview of different model reduction techniques for multi-
scale. The focus is on (1) multiple time scales and the existence of slow and fast behavior, (2)
multiple population scales, when one population has a small number of individuals while the other
one has a large number of individuals; and (3) multiple organizational scales, when the system
can be viewed as a system of systems. More specifically, our goal has been to develop formalisms
from which mean field equations can be automatically constructed. In particular, we study systems
of systems and models with both stochastic and immediate transitions. This overview is a first step
toward building generic approximation methods for multi-scale systems. In the near future, we want
to strengthen the mathematical foundations of these methods and continue the development of their
application to our case studies.

In Section 6, we explore control problems in electricity networks. We consider the joint
problem of managing generation and storage in the presence of forecast uncertainties. This problem
naturally leads to multi-scale behavior, in which the short-time scale (consumption and storage) has
an influence on the slow time-scale (generation). We explore ways for an operator to stabilise a system
by sending active signals to control users’ consumption. These problems forced us to develop a novel
methodology based on stochastic Lagrangian decomposition and trajectorial forecast. We think that
this method will serve as a building block for building efficient control algorithms that are widely
applicable. In particular, we want to apply these algorithms to other resource allocation problems
linked with the smart grid and the bike-sharing case studies to build generic optimization tools.

This deliverable is based on a number of publications by members of our team. Section 2 is detailed
in [BHLM13]. Section 3 summarizes [PB14]; Section 4 is based on [BP13]; Section 5 covers [BTH14]
and Section 6 describe the results of [GTLB14, GLBT14, GLBPT13].

2 An Overview of Mean-Field Models used in Quantitative Analysis

Markovian stochastic processes are a classical tool used to describe the temporal behavior of a system.
It is widely used for quantitative modeling in many domains like computer science, computational
biology, electrical engineering, etc. One of the main limitations of Markovian models is the so-called
curse of dimensionality : the state space grows exponentially with the number of elements constituting
the system. This poses practical limitations on our ability to analyze these systems (like steady state
computation, transient analysis or stochastic model-checking), as soon as the number of elements of
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the system exceeds a few tens. This problem is particularly prominent in collective adaptive systems
that can have hundreds or thousands of agents.

To overcome this limitation, there has been a growing interest in approximation techniques based
on differential equations. These techniques build a deterministic approximation of the system that is
more and more accurate as the number of agents of the system goes to infinity. They are therefore
particularly well adapted for very large systems. These techniques can automatically construct a
set of differential equations that describe the emergent behavior of the system. In the remainder of
the section, we will quickly review these models and their limitations. More details can be found in
[BHLM13, BB08, DN08].

2.1 Stochastic Models of Population Dynamics

Our starting point is a population model, in which many agents, of heterogeneous types, interact
together. Each agent is described as an automaton and changes state either spontaneously or due
to the interaction with other agents. A classical example is the worm epidemic model of [BHLM13].
Each agent is described by a state (Susceptible, Exposed, Infected or Recovered) that changes as a
results of an interaction with other agents (e.g., infection by another infected agent) or by interaction
with external sources. The behavior of a single agent can be described as in Figure 1(a). This model
is fully described in [BHLM13].

A suitable representation of such systems is to specify the agent counts in each type. Each transi-
tion in the model can then be described in terms of how it affects such a state vector. When the time
between two transitions is exponentially distributed, this model can be described by a continuous time
Markov chain (CTMC). The state of the stochastic model is then described by the joint probability of
having X1 agents in state 1, X2 agents in state 2, etc., at time t. The probability at some later time
is found by solving a system of linear ordinary differential equations (ODEs), known as the ‘Master
equation’ or ‘Kolmogorov’s equation’. The main issue with the Master equation is the state space
explosion: A model that can accommodate up to N1 agents in state 1, N2 agents in state 2 etc., has
dimension N1 × N2 × · · · × Nn = exp (λn)1. This explosion is a severe limitation for quantitative
analysis.

2.2 Mean-Field Approximation

It can be shown that, for a large range of models, the asymptotic behavior (as the number of agents
grows large) of the stochastic model is the solution of a set of differential equations. These equations
are often referred to as the mean-field approximation or fluid approximation of the original system.
Each ODE determines the temporal evolution of a species, denoted by x1, x2, . . . , xn. Using vector
notation x = (x1, . . . , xn), the system of ODEs can be cast as a single vector ODE

ẋ ≡ dx

dt
= f(x). (1)

The temporal solution of this ODE is called a trajectory x(t) = (x1(t), . . . , xn(t)).
An example of such approximation is shown in Figure 1. We simulate one trajectory of the

stochastic model of a worm epidemic and report the results in Figure 1(b). This figure shows the
evolution of the proportion of agents that are in one of the four states over time. The mean-field
approximation of the model is represented in Figure 1(c). While there is a discrepancy between the
stochastic system and the ODE, the latter is able to predict very well the trends of the dynamics of
the original model. The mean-field approximation is a nonlinear ODE in n dimensions, the stochastic
model is a linear ODE in exp (λn) dimensions. This dimension causes more problems than any
nonlinearity-related limitation of a mean-field model.

1λ is a logarithm of the geometric mean of the Nis, a number that varies, typically, between one and ten.
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(a) Model of one agent. (b) Simulation for N = 100 agents. (c) Mean-field approximation (ODE).

Figure 1: The model of a worm epidemic from [BHLM13]. We plot the evolution of the number of
agents in each state as a function of time. The behavior of the stochastic system with N = 100 agents is
close to the one of the mean-field approximation (courtesy of [BHLM13]).

Current mean-field approximations are mainly limited to differential equation limits, which are not
adapted to multiple scale dynamics. In the remainder of this work-package, we report on the different
research activities that we conducted to extend these models to our case studies, in particular to
describe multiple organizational and temporal scales. One of our focuses has been to try to build
automatic processes for constructing and evaluating the limiting model.

The theoretical foundations developed in this workpackage are directly related to Workpackage 2,
that deals with abstractions of spatial representation and Workpackage 3, which develops model
checking techniques based on the fluid approximation. The work conducted in this workpackage
is driven by the case studies. As such, it is very close to Workpackage 5. The main difference is that
the emphasizes of this workpackage is on the theoretical foundation whereas Workpackage 5 focuses
on the data gathering and modeling related to the case studies.

3 Model Reduction for Multiple Time Scales

An important aspect of many population models, including CAS scenarios, is the presence of multiple
time scales, which in its simplest form means the coexistence of fast and slow events. An example in
the context of smart grids is the presence of auxiliary generators that activate with various delays in
case of a peak in the demand. In general, multiple time scales arise in CAS when we consider smart
systems in which computational devices interact together and with humans: computations are much
faster than communication between devices, which in turn act at a much faster time scale than the
reaction time of humans.

Detection and treatment of such multiple scales is a non-trivial problem, especially in the context
of quantitative models, like those considered in the QUANTICOL project. In this section, we present
a review of several existing methodologies, developed in physics and applied mathematics, which could
be suitable to apply to models. As we are in a preliminary stage of investigation, we will not discuss
specific examples. Applications of these techniques to smart grids and other CAS systems will be
a priority for future work. In particular, we consider model reductions both for stochastic models
(CTMC) and for their mean-field limits, given by a set ODEs. The methodology for the fluid models
is more mature, hence we will begin the discussion with it, turning afterwards to CTMCs.

3.1 Reduction Techniques for Fluid Models

In some models, multiple time scales are present. Their effects can be visualized by plotting the
evolution of a population x(t) versus time. An example is shown in Figure 2. The curve has two
clearly identifiable legs: a brief, steep initial drop/rise, crossing over, in a knee-like manner, to a
slowly varying plateau. A practical issue for QUANTICOL is the prohibitively high cost that these
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models impose for accuracy of a numerical solution. For the stability of numerical integrators, the fast
time-scale imposes a very small time-step, which is computationally expensive and can jeopardize the
accuracy of the solution due to numerous finite arithmetic operations.

Figure 2: Evolution of the number of sensors that are transmitting data in the wireless sensor network
model of [PB14]. We compare the fluid model (thick red curve) with the stochastic model.

It is long known that the so-called model reductions, developed by physicists and applied mathe-
maticians, can sometimes be very effective in approximating the most relevant slow time-scale events.
Several numerical methods exist in the literature, each based on some notion of fast and slow sepa-
ration of some quantity of the model such as transition rates, species counts, probabilities, Jacobian
eigenvalues. There is no silver bullet; each known methodology has its strengths and weaknesses, and
limits of applicability. We believe that the winning strategy is to know all of them, but apply the
most appropriate one for a given situation. We describe some of these methods here.

The singular perturbation theory [Ver05] is applicable when the mean-field ODE has a small
parameter ε such that (1) assumes the Tikhonov form: x can be partitioned in two groups, x = (y, z)
such that : ẏ = g(y, z), ż = 1

εh(y, z). z is called the fast variable and y is called the slow variable. In
the limit ε = 0 (i.e. the infinite separation of time scales), the solution is constrained by h(y, z) = 0.
This equation defines an embedded surface, called the slow manifold. For small ε > 0, the slow
time-scale solution remains close to the slow manifold.

The quasi-equilibrium (QE) approximation can be applied when the changes of some variables
are slower than the changes of the others. It typically describes an equilibration process. When ε,
the ratio between the slow and the fast time-scale, is small, the system is almost in equilibrium, but
slowly diverge because of a leak, induced by ε > 0. Sometimes, an intermediate category of transitions
is added, distinguishing three groups: the fast, the rate-controlling, and the dormant transitions
[LG94, GRZ10].

The quasi steady-state (QSS) approximation corresponds to a re-scaling where some transition
are faster than others by a factor 1/ε [GRZ10, SS89]. In that case, we can approximate the dynamics by
considering that these variables are in steady-state. We emphasize that QSS is used in a more general
context of fast-slow separation of species, even when a model cannot be brought to the Tikhonov
form.

In simplest QSS or QE setups, the corresponding ODE can be brought to a Tikhonov form by
a combination of a coordinate transformation and an appropriate scaling of variables and the time.
A paradigmatic example of this situation is the mean-field Michaelis-Menten model [JG11]. Either
QSS or QE approximation is applicable to this model in the appropriate limit. Excellent references
to consult are Segel and Slemrod [SS89] for the singular perturbation theory, and Fraser [Fra88] for
the relation between QE and QSS approximations. In more complex models, the Tikhonov form is
not available, and one has to resort to numerical techniques. In our opinion, three techniques deserve
special attention.
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Fraser’s method, developed by Fraser et al [RF90, NF89, Fra88] builds on a geometric picture:
there exists a manifold that is strongly attractive transversally and weakly attractive internally. This
means that all external trajectories x(t) tend to approach this surface and land on it, following a rapid
transient. Afterwards, they transition along this surface slowly, towards the equilibrium. Fraser builds
an iterative procedure that allows one to find a parameterization of this slow surface. Suppose that
this so-called center manifold is computed. Then, to complete the approximate trajectory x(t) one
only needs to find the landing point. Fraser’s method is a numerical technique that does not require
the Tikhonov form. Fraser’s ideas have been recently extended in [NF13a, NF13b].

The Intrinsic Low-Dimensional Manifold method (ILDM) by Maas & Pope [MP92b, MP92a]
is also a geometric method. The objective is, just like in Fraser’s method, to parameterize a surface
that contains all the slow dynamics. However, it is more literally a reduction technique because
it allows the dimensionality d of the parameterization to be defined by the user and it allows the
selection of which species are looked at (an example: in a network with 10 species we could ask for a
two-dimensional manifold of species 3, parameterized by species 1 & 2). ILDM is more general than
Fraser’s method. It is one of the most sophisticated methods and is used heavily in chemistry and
in controlled combustion in particular. Various case studies and extensions of ILDM exist. For ideas
about algorithmic implementation, see [BM11, CK11]; for coupling with transport, diffusion equations
and the temperature, see [BM07]; for additional techniques, such as the principal component analysis
(PCA) and multivariate adaptive spline regression (MARS), used in conjunction with ILDM, see
[YPC13]. For an overview of recent developments, see [KSR+11]. For more on the related subject of
diffusion-reaction equation reduction, see [Dav06a, Dav06b].

The Computational Singular Perturbation (CSP) method by Lam & Goussis [LG94, Lam93,
LG91, LG89] was born in the numerical computation community, but has been used in a broader
context as well (see [GN06] for an example of circadian rhythms in Drosophila). The authors them-
selves consider this method as a kind of stiff ODE integrator with an added bonus that a special
structure of mean-field models is taken into account. As in the ILDM, CSP is based on the fast-slow
separation in the eigenvalue spectrum of the Jacobian. In contrast to ILDM, CSP attempts to make
a local coordinate transformation along the trajectory, to bring the system to a local Tikhonov form.
In our opinion, ILDM and CSP are the two methods to be considered for complicated mean-field
models. Although the original exposition of [LG94] was quite heuristic, [ZKK04b, ZKK04a] give a
more formal presentation and error analysis. For an interesting discussion about the relation between
manifolds and degeneracy problems, using the van der Pol oscillator as an example, see [Gou13]; for
the hybridization of ILDM and CSP, see [ZAI13]. For an existing numerical toolkit integrated into
the Chemical Workbench computational package, see [LOC+12].

ILDM and CSP have always been the two main competiting algorithm for model reductions,
[Gou12]. We believe that these two methods should be considered for the models of QUANTICOL’s
case studies.

3.2 Reduction Techniques for Stochastic Models

Time-scale decomposition for Markov chains on finite state spaces has been dominated by arguments
based on near-complete decomposability of the infinitesimal generator matrix since the 60s [SA61].
The techniques are also known under the name of matrix perturbation theory, and require that the
generator is a (block) diagonally dominant matrix [Ste90, BO91, GVL12, Ste01, Kat95]. The in-
finitesimal generator matrix of a CTMC is said to be amenable to time-scale decomposition if it
has a block structure in which the diagonal blocks represent fast events or transitions, whilst slow
events occur only in off-diagonal blocks. This means that the process will spend extended periods
interacting within the fast sets of states represented by the diagonal blocks, and only occasionally
move between these sets via a slow transition. In time-scale decomposition this alternating behaviour
between sequences of fast transitions and intermittent slow transitions, leads to near-complete decom-
posability, where it is assumed that the fast sets of state reach quasi-steady state between the slow
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transition [Cou77]. Consequently, the fast submodels are solved separately, as well as an macro-model
capturing the slow dynamics which represents each set as a single state and the transitions between
them. There are known error bounds for the technique based on the magnitude of the largest ele-
ment in an off-diagonal block. Time-scale decomposition has previously been characterised for both
stochastic process algebras [Mer98, HM95] and stochastic Petri nets [AI89, BT93] meaning that mod-
els amenable to near-complete decomposability can be recognised by syntactic or structural conditions
respectively. But these characterisations are based on models with only individual instances of com-
ponents and not populations. In recent work, Pourranjbar has developed a characterisation for large
scale stochastic process algebra models, which can avoid consideration of large populations, making
the detection of a partition for time-scale decomposition more efficient [Pou14].

However, it may easily happen that a model has multi-scale characteristics but is does not have
this block-diagonal structure. For these, more complicated models, we find inspiring the fast–slow
species, rate, eigenvalues separation paradigm of mean-field reductions. As the survey in section 3.1
suggests, this approach could yield new techniques that could reach beyond the diagonal setting.
Indirect modelling of the Master equation in terms of stochastic trajectories is a promising trend,
thanks largely to the exact stochastic simulation algorithm (SSA). Because SSA computes stochastic
trajectories, it is tempting to draw appropriate analogies with the mean-field. From section 3.1, one
may suspect that QE/QSS are equivalent to making certain assumptions about the underlying Markov
chain, which aren’t restricted to mean-field modelling. A series of recent articles have established that
such parallels between the mean-field QE/QSS scenarios and stochastic models could indeed be drawn.
In what follows, we summarize what seem the most reasonable implications of QE and QSS scenarios
to a stochastic model.

As with the Tikhonov form of the ODE in section 3.1, we assume that the variable X = (X1, . . . , Xn)
can be partitioned into groups of slow and fast variables, X = (Y,Z). The stochastic model analogy
of the ε = 0 limit is the marginal probability of the slow variable, P (Y; t) =

∑
Z P (Y,Z; t). This

probability satisfies a Master equation, with all the fast rates having been eliminated from the equa-
tion, but the slow rates remaining, having been averaged over, weigthed by the fast conditional to slow
probability Pc(Z|Y; t). The separation of time scales is implemented as the assumption of a Markovian
property of Pc (contested in [CGP05b] and defended in [HR05]). Therefore Pc, too, satisfies a Master
equation, usually of a birth-death type. From this point on, several options have been explored in the
literature. Rao & Arkin [RA03] assume that Pc is in an instant, local equilibrium, parameterized by
the current value of the slow variable. One may immediately recognize a QE scenario here. Haseltine
& Rawlings [HR02] assume that the fast variable is too fast for the diffusion to be relevant. Instead,
they use a deterministic approximation, but assume that the spread of a fast variable is quite small2.
This is the QSS scenario. Alternatively, Cao et al. [CGP05a, CGP05b] use fictitious virtual transitions
for the fast dynamics. We mention a stochastic simulation software with some model-reducing capa-
bilities [WFLP12]. It uses weighted Petri nets for automatic lumping, and the stochastic simulation
algorithm or tau-leaping.

To conclude, we could draw a historical parallel. The mean-field QE reduction for the famous
and paradigmatic Michaelis-Menten model was first discussed in 1913 (see a review [JG11]) whereas
the corresponding stochastic model reduction was pioneered between 2002 and 2005 [RA03, HR02,
CGP05b, HR05] – merely 90 years later. The mean-field techniques, ILDM, CSP, and Fraser’s methods
reached their maturity somewhere between 1985 and 1995 [SS89, Fra88, Ver05, MP92a, LG94]. The
community is still waiting for the analogous stochastic methodology to be developped.

3.3 Fluid Analysis of Models with Immediate Transitions

It is sometimes relatively easy to separate fast and slow transitions, for example, if the time-scale
separation is so large that fast transitions are modelled directly as immediate. This is the modelling

2This discussion demonstrates that system size, moment expansions and other approximations are relevant to stochas-
tic reductions. See [BB11a, BB11b] for news in moment expansions, or a classic [Gar85] for general background.
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Figure 3: Fast and slow generator model in the interacting automata formalism of [BT13].

approach, for instance, of Generalised Stochastic Petri Nets [Haa02]. There are plenty of examples
of (nearly) immediate transitions in performance analysis of computer systems: the spawning of a
thread/process (compared to serving a dynamic web page), the forking/joining of threads (relative
to the thread’s own computation), and so on. Similar scenarios, can be found also in the context of
smart grids. An example is the activation of power generators depending on the current offered load.
There are two classes of generators: fast and slow, where the speed refers to the time they take to
start producing electricity after they are powered on. We can model the activation time of the fast
generators as immediate, compared to slow generators. Generators are controlled by an operator, who
is interested in finding optimal policies to match the demand at a minimum cost/carbon footprint
[GTLB14].

The most common modelling frameworks for stochastic processes with immediate actions are Gen-
eralised Stochastic Petri Nets [Haa02] and Interactive Markov Chains [Her02]. In both cases, to obtain
a CTMC, one has to generate the state space of the model, identify the states having an immediate
action active, called vanishing states, and remove them. However, this is computationally infeasible if
the state space is very large, as we expect for CAS models, and it does not make it possible to obtain
mean-field equations. In [BT13], we propose an alternative approach for the direct generation of fluid
equations from a model specification in terms of interacting automata. Our models are composed of
populations of interacting automata, each of which can participate in activities that trigger an imme-
diate transitions or in activities that trigger an action after a random delay. We allow synchronisation
of automata on immediate and delayed activities, currently with some restriction. A simple model of
fast and slow generators in terms of interacting automata is shown in Figure 3. It can be explained
as follows:

• Automaton P1 models a provider. It decides which generator to use. After the decision is made,
it starts the respective generator. Thus decides and decidef are independent actions, while
starts and startf are synchronized actions. These actions take effect after some delay.

• Automaton S1 models a slow generator. Once it receives a starts message, it powers up. After
some time, it stops. For this automaton we assume that all actions are delayed; actions powers
and starts are independent actions.

• Automaton F1 models a fast generator. It is analogous to S1, except that powerf is now an
immediate independent action.

The major contribution in [BT13] is an algorithm for deriving a consistent set of fluid equations
for such a class of models. This allows a fast analysis in scenarios with many generators and providers,
and is most effective in optimisation problems, like trying to maximize electricity production, subject
to environmental constraints, for instance on the pollution or carbon footprint. The interesting aspect
is that the so-obtained equations present discontinuities in the vector field, which in some cases, but
not all cases, can be eliminated by suitable coordinate transformations. We are currently extending
this work by removing restrictions on the model and by better characterising the relationship between
the stochastic and the fluid model.
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3.4 Discussion and Future Work

In this section we have presented a survey of time-scale reduction techniques, which is the starting point
to identify the most suitable approaches for CAS systems. Our next step will then be an investigation
of different scenarios of CAS in which these methods can be beneficial. We will obviously start from
the case studies of the project, focussing mainly on smart grids.

A picture that emerges from the survey in Section 3.2, is that several stochastic model approxi-
mations are possible, which are equivalent to a single mean-field QE or QSS scenario. The reason for
this is a richer structure of distributions compared to deterministic fluid models. In all the examples
looked at, a multiple scale reduction was followed by an additional layer of approximations, applied
to distributions. Moment closures, equilibrium or deterministic approximations, mentioned in Section
3.2, yield possibly non-equivalent reduced models. A dedicated study of this issue is warranted, to
develop a more complete understanding of the implications of these secondary approximations to the
QE and QSS scenarios. In particular, we want to better clarify what are the formal relationship
between a reduced stochastic and the corresponding reduced mean-field models. Specifically, we want
to understand under which conditions mean-field convergence continues to hold.

Multiple time-scale reduction has to be approached within the QUANTICOL framework also from
a practical side. Here we will investigate an automatic reduction scheme, combining the available
techniques and selecting the most appropriate one for the scenario of interest. This can take the form
of a decision tree that checks several conditions to select the reduction technique to be applied.

Another direction we want to investigate is how to bridge these techniques, which are defined
in terms of low-level mathematical models, with the high level specification of systems in terms of
stochastic process algebras (SPA). In particular, we want to understand what the connections between
the syntax of a process and the possible reductions of its mathematical representation are, by extending
the approach of [Pou14]. When this is possible, static analysis at the SPA level will be a much more
effective method to construct reduced models.

4 Multiple Population Scales and Hybrid Models

Mean-field is an effective approach when we deal with systems composed of interacting agents, all
present in large quantities. This assumption is usually verified for decentralised models, where the
control is fully distributed. However, there are situations which diverge from such a scenario, where
some populations of agents are present in a single or few copies. An example in smart grids is the use
of appliances like water boilers to provide a service to the grid, as described in [GLBT14]. Boilers can
be turned on or off randomly as a consequence of hot water usage, but are also connected to a central
control system, which can switch them off synchronously when there is a shortage of available energy
in the network, in order to decrease the demand. A single controller interacts with a population of
boilers. This simple example is shown in Figure 4.

In those cases, we can still apply mean-field techniques to portions of the system, namely those with
a large number of agents (in the example above, the water boilers). This results in (stochastic) hybrid
models, in which some parts of the system are approximated continuously (and deterministically) and
some others are kept discrete and stochastic [BP13, Pah09]. These models are usually easier to analyse
than the fully stochastic ones. In the following, we will quickly introduce stochastic hybrid models
and hybrid mean-field limits, concluding the section with a discussion on future perspectives and on
the potentiality for CAS.

4.1 Hybrid Models: an Overview

Stochastic Hybrid Systems (SHS) are dynamical systems which are subject to a seamlessly interleaved
discrete and continuous dynamics. In this project, in particular, we will focus on stochastic hybrid
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Figure 4: Simple model of a smart water boiler, which can be switched off by a central controller to
act as a virtual energy reservoir. Each boiler (left picture) has three states: on, off, and not available.
This last state corresponds to the boiler being switched off by the central controller. Boilers switch
randomly between states on and off. The on rate, in particular, depends on the period of the day, and
is higher during the morning and evening, when people usually take showers. The controller, in response
to high energy demands, can turn off only boilers that are in the on state. We assume it turns off a
fraction of active boilers, here 50%. Reactivation of boilers happens after a random time, connected
with the duration of the energy demand peak. If the number of boilers is sufficiently high, then we can
approximate it as continuous. The controller, instead, remains a discrete agent, giving rise to a hybrid
model. In the right figure, we show a trajectory of the hybrid model (boilers on, solid blue line), compared
with a trajectory of the fully stochastic model (dashed cyan line) for a small system with 500 boilers.
Already in this case the accuracy is good. The red square line at the bottom shows the period in which
the controller turned the boilers off. The thin blue dash-dotted line shows the number of active boilers
as if the controller would have not acted, visually depicting the amount of energy saved. In this example,
we have noticed a speed-up in the simulation of one order of magnitude with respect to a wholly discrete
simulation.

systems [Buj12, Dav93], in which the continuous dynamics is deterministic, while the discrete dy-
namics is stochastic and Markovian. This class of models is also known as Piecewise Deterministic
Markov Processes, PDMP [Dav93], and has been first investigated in the context of economic systems.
More specifically, each PDMP is composed of a set of discrete states, called also modes, and a set
of continuous variables. In each mode, continuous variables evolve deterministically, following the
trajectories of a mode-specific vector field. Discrete states can change due to discrete transitions of
two kinds. Stochastic Markovian events, firing spontaneously, can lead the system to a different mode,
possibly resetting the value of continuous variables. Immediate transitions, instead, happen when the
continuous trajectory hits the boundary of the activation region of the transition, usually specified by
a guard predicate, and can also induce a change both in the discrete and in the continuous compo-
nents of the state of the system. The dynamics that can be described within this framework are quite
rich, encompassing, for instance, Generalised Semi-Markov Processes, in which stochastic transitions
can fire at generally distributed times [Whi80], and Piecewise-Smooth Dynamical Systems, which are
often employed in performance analysis [GG12]. We stress that SHS are different from more standard
notions of hybrid automata [Hen96], in which discrete transitions are activated non-deterministically
rather than stochastically. Moreover, more complex notions of SHS can also be considered [Buj12],
for instance allowing continuous dynamics to be driven by stochastic differential equations.

4.2 Hybrid Mean-Field

Like ODEs emerge as the mean-field limits of sequences of Continuous Time Markov Chains when all
populations grow with the system size, PDMP should intuitively appear as mean-field limits in which
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only a portion of the population variables increases, while other populations remain independent from
the system size. This statement can be properly formalised, resulting in a set of theorems characterising
hybrid mean-field convergence [Bor12, Bor10, CDMR12]. It turns out that convergence holds under
some suitable conditions on rates and update vectors of population models, which are often satisfied
in practice. We sketch some details below, referring the interested reader to [Bor12].

• The starting point is a population CTMC model, as defined, for example, in [BHLM13]. The
dynamics is defined by a set of transitions, which happen at exponentially distributed random
times, according to a state dependent rate, and modify system variables according to a specified
update policy. Immediate transitions, happening in zero time when their guard is satisfied, can
be considered as well.

• Stochastic transitions are partitioned into two classes: those to be approximated as continuous
and those remaining discrete. System variables are partitioned accordingly: continuous variables
are all and only those modified by continuous transitions. Discrete variables define the modes
of the hybrid automaton: each possible tuple of their values is a discrete mode.

• Continuous transitions are then assembled together to construct a set of ODEs in each mode.
The mode specificity is due to the dependency of rates on discrete variables. Discrete transitions
remain stochastic, firing at exponentially distributed times (if their rate depends on system size,
however, a different treatment is needed [CDMR12, BB08]).

• Instantaneous transitions become forced transitions in the hybrid automata jargon. Convergence
results require further technical conditions on their guards [Bor12].

• Guards in stochastic transitions of the original population CTMC can be considered as well.
However, guards in transitions that are approximated continuously introduce discontinuities in
the ODEs, which require a special treatment in terms of piecewise smooth dynamical systems
[Bor11] or differential inclusions [GG12].

Going back to the water boiler example, we can construct a hybrid mean-field limit in which the
number of boilers being on and off is approximated by a continuous variable, while the centralised
controller remains discrete. Specifically, it is capable of triggering a transition, depending on the global
energy request, that can switch a fraction of boilers off. In the hybrid limit, this becomes a stochastic
(or an instantaneous) transition with a reset inducing a discontinuous jump in the continuous variable.
A more detailed discussion of the model, together with a visual comparison of the stochastic system
with its hybrid limit, is shown in Figure 4.

The simulation of hybrid mean-field models is generally faster than their purely stochastic counter-
part [BP13, Pah09]. Abstracting continuously some populations avoids keeping track of many events
during the simulation, so that only a few key transitions have to be tracked explicitly. Moreover,
one can use conditional moment closures [MLSH11], which provide approximate equations for the
average behaviour of the system, conditional on being in a given mode, plus an approximation of the
time-evolution of the probability of discrete states.

4.3 Discussion and Future Work

Hybrid mean-field is likely to play an important role in CAS modelling, whenever one considers a
system where decentralised controllers interact with a centralised one. Regarding the case studies of
the QUANTICOL project, at the moment this seems most relevant for smart energy scenarios.

Regarding future work, there are several directions towards which we can extend the current state
of the art. One important point for the project is the automatic construction of the hybrid limit.
We aim at producing a method to automatically partition transitions and variables into discrete
and continuous. Another interesting aspect to consider is the integration of the hybrid approximation
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with the multiple time-scale reduction techniques that will be considered in the context of this project,
similar to [Gal14] . Furthermore, we could also investigate the use of hybrid mean-field techniques to
deal with systems of systems, in particular to properly understand the nature of the approximation
discussed below in Section 5. As far as analysis techniques are involved, we will investigate the use of
conditional moment closures in the context of CAS models, possibly looking at higher order methods,
for instance taking into account conditional variances, or developing some kind of hybrid linear noise
approximation.

5 Model Reduction for Multiple Organisational Scales

In this section we discuss a novel formalism to describe systems of systems (SoS), namely systems
which are hierarchically structured in multiple levels, each with a complex dynamics [BTH14]. The
formalism supports the automatic generation of a set of lumped mean-field equations, which greatly
reduces the dimensionality of the equations. We will then discuss this formalism in the context of
energy control for smart buildings.

5.1 Hierarchical Modelling of Systems of Systems

Modelling and analysis of nested (or hierarchical) structures occurs frequently in many domains, in-
cluding CAS. For instance, a cloud environment may be thought of as a collection of many computers,
each containing other components, such as processors and threads [KMT09]. Note that the hierarchical
nesting in these systems is genuinely structural and not an abstraction used to hide detail as is done,
for example, in statecharts [Har87]. The organisational complexity of these systems means that it is
hard to predict their behaviour and it is imperative that performance and reliability characteristics
are investigated prior to deployment.

When formal reasoning about these systems is performed with reactive models based on a discrete
state-space representation, the problem size grows extremely quickly with the population of compo-
nents, making the analysis infeasible in practice. For example, nested Markov models have previously
been studied, but all the techniques put forward in order to tackle the heavy computational costs due
to layering and large multiplicities are concerned with exploiting symmetries and still yield a Markov
chain. For example in [Buc94, Buc99], Buchholz exploits Kronecker algebra with hierarchical models
to express certain classes of stochastic Petri nets and queueing networks, but this work is limited to
only two levels of nesting. Lanus, Yis, and Trivedi consider a class of hierarchical Markov models where
the states of automata of arbitrary size can be partitioned in such a way that a reduced model can be
constructed which preserves steady-state reward measures of availability and performance [LYT03].
However, the state space size of the CTMC is still dependent (exponentially in the worst case) on the
number of the reduced automata.

In our SoS approach we construct a Markov model of nested automata, i.e., automata which are
hierarchically organised in a tree. Each node of the tree is assigned a multiplicity, which indicates
how many copies of the stochastic automaton are present in the SoS within each copy of its parent
automaton. Thus the formalism is readily able to capture systems that contain elements at a number
of different organisational scales.

5.2 Mean-Field Equations for Systems of Systems

The mean-field approximation is based on a system of ODEs which initially associates an equation
with each element of the CTMC state descriptor of the SoS automata. These ODEs estimate the
expectation of the model. Unfortunately the state descriptor grows exponentially with the number of
levels, and polynomially with the branching level in the class tree, the number of automata in each
class, and the number of states in each automata class. Consequently, even mean-field approximation
could rapidly become infeasible. Fortunately it is possible to exploit a property of symmetry between
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ronmental conditions closer to the
user’s ideal conditions while taking into
account particular global constraints. 

Within the “SmartBuildings” project,
we are currently designing and proto-
typing an AmI-based BMS targeted to a
building complex (eg, a campus or a res-
idential complex), rather than just a
single building. In our approach, the
remote sensor infrastructure acts as the
termination of a centralized reasoner,
where sensed data are processed to
extract higher-level information and
perceive high-level features such as who
is in a specific area or what this person is
doing there (eg reading, talking,
standing). Finally, a set of actuators
modifies the environmental conditions.

Our system architecture has been con-
ceived to guarantee the scalability of the
proposed solution with respect to the
number of buildings to be monitored
and the number of different devices to
be used. In order to efficiently organize
the system modules, each correspon-
ding to a different logical task, we chose
a three-tier architecture as a model. The
physical layer consists of sensors and
actuators; the middleware layer defines
a set of AmI components that can be
composed to implement intelligent AmI
functionalities; the application layer
allows for applying the monitoring and
controlling rules in compliance with
energy constraints.

From the viewpoint of deployment, the
building premises constitute the basic
monitored units of our system, where
the sensor and actuator networks are
installed. These networks are heteroge-
neous both in terms of the adopted tech-
nology and of the performed moni-
toring/actuating tasks. Several basic
monitored units are coordinated by a
BuildingAgent, responsible for per-
forming reactive control and further
data aggregation. Small buildings will
have a single BuildingAgent per
building, while medium or large build-
ings could have more. In our vision, an
individual building is part of a commu-
nity coordinated by a central orchestra
leader, the AmIBox (see Figure 1). The
latter ensures coherence of the adopted
energy saving strategy, besides pro-
viding high-level AmI functionalities,
performing intelligent reasoning and
choosing the adopted energy saving
strategy. The AmiBox could also take
into account externally imposed con-
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investigating the use of advanced
methods for extracting individual con-
sumption estimates from aggregated
measurements. 
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straints, such as those arising from the
connection with an energy provider’s
Smart Grid infrastructure.

The project is currently in progress. We
have already deployed a minimal proto-
typal setup, by equipping one floor of
our department with commonly avail-
able sensor nodes for monitoring the
typical environmental quantities (tem-
perature, humidity, light) and with the
corresponding actuators. Moreover, we
are able to monitor the globally con-
sumed energy through a remotely con-
trollable power meter. The research
group operating at the Lab of
Networking and Distributed Systems
(Univ. of Palermo) is currently focusing
on the design of core intelligent func-
tionalities, such as user profiling, pre-
dicting the occupancy status of the
monitored premises, or detecting the
activity patterns of users, that will form
the basis for subsequent intelligent rea-
soning. For instance, we have devel-
oped a Bayesian inference system for
multi-sensor data fusion in order to reli-
ably infer the presence of users from the
available sensory information.
Probabilistic reasoning accounts for the
partial correlation between sensory sig-
nals and states, and allows the system to
cope with noisy data, while the possi-
bility of integrating data coming from
multiple sensors exploits the redun-
dancy of such devices deployed
throughout the environment. In order to
reduce the costs of the overall system
and limit its intrusiveness, the number
of sensors should be kept as low as pos-
sible. To this end, the research group
operating at the Pervasive Computing

Figure 1: The architecture for energy
management of a “smart buildings” complex

Figure 5: Hierarchical design of a smart building. Courtesy of [ROA13].

the ODEs. Informally, the approach is to establish that two distinct equations for any two automata
copies of the same kind (i.e. belonging to the same node in the tree) yield the same ODE solution.
This generalises earlier work [TT12], in which Tschaikowski and Tribastone established a basic result
of ODE symmetry in the context of the Markovian process algebra PEPA. Following this approach a
significant reduction of the ODE system size is possible by considering a representative set of equations
for each node in the tree, irrespective of the multiplicities involved.

The dynamics of a SoS is the effect of two kinds of interactions between its components: horizontal
interaction and vertical interaction. The horizontal interaction describes the dynamics of entities at
the same level of the hierarchy. This dynamic is not independent of the context, but can be affected
vertically by the state of the containing node and by the state of the automata contained in the
interacting ones. Another form of vertical interaction occurs when a state change at a certain level in
the tree can propagate its effects on its descendant nodes: think about the effect of a computer losing
power on the processes running inside it. The first kind of interaction is described by events, which
are specified by rules at system level, while the second kind of dynamics is described by a causal map.

In the ODE corresponding to a state of an automaton in the state descriptor, each term corresponds
to a distinct event. Events may influence multiple automata (multiple equations in the set of ODEs)
because each event has a synchronisation set specifying which and how many automata are involved in
the event. An event also has an associated rate function defining the rate of the interaction. The rate
function is a multiplier for the event term within the corresponding ODE, for each automata involved
in the event. The additional part of dynamics is the casual map which defines how the transition of
a parent automaton impacts on its child automata.

5.3 Smart-building Example

Let us illustrate our SoS approach using an example inspired by [ROA13], where the authors present
SmartBuildings, a project which aims at improving energy efficiency in large complexes by means of
a computer network. The architecture, shown in Figure 5, clearly indicates a hierarchical structure
consisting of potentially many elements at each level. At the top level is an AmiBox, a smart device
that coordinates different buildings; each building is managed by a BuildingAgent, which is in turn
responsible for managing basic monitored units. Communication is possible between AmiBoxes, for
instance to coordinate reactions to signals from energy providers; building agents may react to requests
from the responsible AmiBox, and carry out control of their monitored units.
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To formally describe this system using our model, we first consider the tree that captures the
hierarchical structure, where the root represents the top element and each node is an element type.
We use A, B, and U to denote AmiBoxes, BuildingAgents, and monitored units, respectively. The
tree is given by A → B → U. Each node is associated with an automaton that describes the
local states of each element. For instance, a very simple model could be given by two local states,

A = {Aon, Aoff}, and a single transition Aon
switch−−−−→ Aoff, describing a switch-off event for an AmiBox.

With a transition is associated a function that describes the rate at which the event occurs for a single
element. For instance, Fswitch(A) = λAon

3, with λ > 0, would model the fact that a single AmiBox
is switched off after some time when it is in state Aon, according to an exponential distribution with
mean delay 1/λ. Let us assume that B = {Bon, Boff}, i.e., also BuildingAgents have two simple states.

The rule Aon
switch−−−−→ Aoff =⇒ Bon → Boff :: 1 models that whenever an AmiBox is switched off,

every BuildingAgent is deactivated. This is expressed by the term “ :: 1” which formally means that
transitions Bon → Boff occur with probability 1 for each agent in state Bon. This is an example of
vertical interaction; moreover, to model a vertical repercussion one level further down, it is sufficient
to define a transition for the local state Boff and a rule of vertical interaction for it.

So far we have described the behaviours of individual entities. The description is completed by
assigning the population of entities. For instance, NA = 2 and NB = 4 would mean that there are
two AmiBoxes, each containing 4 building agents.

Using standard approaches, this system can be approximated using a system of ODEs, giving the
time-course evolution of the number of automata in each local state. However, a direct translation
into ODEs would require us to keep track of the identity of the parent where a population of automata
resides. For instance, the ODE system would have equations for b1off(t) and b2off(t), denoting the number
of BuildingAgents in the off state in the first and in the second AmiBox at time t, respectively. It is
easy to see that the number of ODEs grows polynomially with the number of levels in the tree. Our
main result in [BTH14] is to show that the ODEs enjoy symmetries that allow us to reduce the ODE
system to a significantly (i.e., polynomially) smaller one having a single equation for each local state,
independently from the identity of the parent. In this example we would have that b1off(t) = b2off(t),
b1on(t) = b2on(t), and so on. In other words, the size of the ODE system becomes independent of all the
multiplicities in the model. This extends our capability of studying quantitative models of hierarchical
systems. Furthermore, we show in [BTH14] that while the computational gain is significant, the error
induced by the ODE approximation is negligible and tends to decrease as the system size increases.

5.4 Discussion and Future Work

The model reduction approach of [BTH14], discussed in this section, can play an important role to
simplify the treatment of multi-scale systems. In addition to an implementation of the current work,
we need also to investigate in more detail the quality of the so-obtained approximation, controlling,
if possible, the error from the Markov population model. We also plan to look in more detail at the
smart building case study, and at other scenarios from smart grids.

6 Distributed Optimization for Storage and Demand-Response

The classical approach to the control of electricity networks involves a combination of both frequency
and voltage controls at different time scales. To simplify the control scheme, the networks are decom-
posed in different layers, from distribution network to transmission network. Traditional systems are
managed in a centralized way. They use good load prediction mechanisms with minimal storage and
few monitoring points. Each layer guarantees its behavior to other layers, using small safety margins
to recover from unexpected events. This approach is robust and efficient as long as the forecast errors
are small.

3Here Aon = 1 if the state is Aon and 0 otherwise.
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These networks are experiencing a tremendous transformation and their control scheme has there-
fore to adapt. Future energy systems will incorporate more distributed generation, which is stochastic
by nature. In particular, renewable energy sources, such as wind and solar, are highly volatile and dif-
ficult to predict. Current distribution and transmission networks are not powerful enough to support
a very high penetration of distributed generation. For example, the German transmission network
cannot transport enough energy from the wind farms in the east to where it is consumed in the west4

Within our work, we try to rethink this layered control scheme and model the dependencies between
layers. Our goal is to build control algorithms for these systems of systems. Specifically, we study
virtual or real storage policies to deal with the stochastic nature of renewable energy. These systems
naturally have several time-scales. The base load power production is provided by large generation
units (for example, nuclear power plants) that are slow to react and have to be scheduled hours in
advance. At a much faster time-scale, demand-response programs allow a grid operator to remotely
switch on or off the appliances of users. This can occur at a time resolution of a minute or less. Our
approach has been to consider the multi-scale problem of jointly scheduling generation and storage
or demand-response. Our contributions to this problem have been published in [GTLB14, GLBT14,
GLBPT13]. They are summarized in the rest of this section.

6.1 Centralized Control and Markov Decision Problem with Delays

The ability of an electric generator to modify its electricity production varies greatly for different
types of generators. Large power plants, such as nuclear or coal power plants, are efficient but cannot
adapt rapidly to changes. In contrast, fast-ramping generators, like gas turbines are more expensive
but react rapidly. Renewable energy sources, such as wind, are characterized by non-dispatchability,
high volatility, and non-perfect forecasts. These undesirable features can lead to energy loss and/or
can necessitate a large reserve in the form of fast-ramping fuel-based generators. The use of energy
storage can, to some extent, compensate for these negative effects, by playing the role of a buffer
between demand and production.

In [GTLB12, GTLB14], we revisit a model of storage proposed by [BGK12]. We study the impact
on the performance of wind prediction quality. Our problem has two time-scales: conventional gener-
ators are slow to adapt but are controllable. Storage is fast but has limited capacities. We cast our
problem as a stochastic optimization problem with delay. This results in a Markov decision process
with delays. The stochastic nature of the problem comes from the uncertainties in wind forecast.
We provide a theoretical bound on the trade-off between energy loss and the use of reserves, given a
certain irreducible stochasticity in the forecast errors of the renewable production. When the energy
capacity of the storage is large, this bound is tight and we develop scheduling algorithms that attain
this bound.

We use the statistics of forecast errors to construct a policy for small to medium capacity. This
policy uses a mix of model predictive control and stochastic optimization. More precisely, at each
time step, we compute the expected value of the storage level for the future. We use this deterministic
prediction and the past statistics of forecast errors to decide how much energy has to be produced and
stored in the future. The resulting policy beats all tested policies, in particular the policy that aims to
keep the storage level balanced. The proposed policies are evaluated on real data collected in the UK
made available by ELEXON5. This study can serve as an example for designing an efficient energy
market that accounts for the available storage, more specifically, incentive and pricing mechanisms
that match the socially-optimal performance.

4http://eurodialogue.org/Wind-energy-surplus-threatens-eastern-German-power-grid, accessed 01/30/14.
5https://www.elexonportal.co.uk/
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6.2 Decentralized Control, Mean-Field and ADMM

The electricity demand is traditionally considered as inflexible: the operator has no means to indicate
to the user when to switch on or off an appliance. Hence, to guarantee the stability of the grid, the
production has to adapt to consumption in real-time. Demand-response mechanisms have emerged
in order to take advantage of loads that can be delayed or anticipated, like heating systems, air-
conditioning (AC) or fridges. It can be implemented by having consumers react to prices or to
congestion signals.

In [GLBPT13, GLBT14], we use a game-theoretic approach to study a two-stage market model
composed of four players: (1) the consumer, who serves non-elastic loads, (2) the supplier, who
provides base-load production, (3) the storage operator, who can buy or sell energy, and (4) the
demand-response operator, who controls elastic loads. We mainly focus on real-time market over the
period of one day. At each time slot t, each player buys electricity on the market at a price P (t) to
satisfy their need. A schematic representation of the market is depicted in Figure 6(a). The exact
model is described in [GLBT14]. For our exposition in this document, it is sufficient to highlight the
following characteristics of our model:

• The model takes into account the dynamical aspects of generation and demand-response. The
uncertainties about wind or demand forecasting are represented by a non-stationary stochastic
process.

• Each player has a selfish utility function that depends on its internal variables (for example the
electricity demand or the generation cost) and the quantity of energy that is bought or sold at
each time t. To take his decision, each player solves a stochastic optimal control problem.

• The elastic loads are composed of a set of appliances (fridges or boilers). The state of each
appliance can be described by a Markov chain (represented in Figure 6(b)).

• The control is closed-loop. The players’ decisions depend on their knowledge and observation
up to time t and on the statistics about the future but they cannot observe the future.

Demand

Storage

Demand-response operator

SupplierPrice P (t)

(a) Schematic model of the real-time electricity market.
(b) Each flexible load is modeled by a Markov chain.

Figure 6: The real-time electricity market model and the demand-response model.

As in the previous section, the problem of maximizing the expected sum of the selfish utilities can
be mapped as a Markov decision process, where the stochastic nature of the problem comes from the
various possible forecasts. However, the state-space of this problem is huge. In [GLBT14], we show
how to transform this problem into solvable problems by using the following technique:

• We first show that the natural pricing mechanism is efficient: there exists a price process such
that all players agree on what is bought or sold at each time step. For this price, the players’
selfish responses to the price coincide with a socially optimal policy.
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• We then use a mean-field approximation to represent the state of the appliances and a trajectorial
forecast to represent the noise process.

• This allows us to use a decentralized algorithm to solve numerically the control problem, by
using the alternating direction method of multipliers (ADMM) [BPC+11].

This methodology is generic and scales linearly with the number of players. It can be implemented in
a distributed way and be applied to other systems. We think that it is a good candidate to be later
implemented in a tool that would provide automatic optimization of such systems.

In [GLBT14], we evaluate the optimal allocation and compare the social gain brought by demand-
response with the gain for each player. The mechanism is evaluated using real wind generation data
from the UK, obtained from ELEXON. We show that if all players have full information, then, as
expected, the social welfare increases with the amount of elastic load available. However, if the
day-ahead market cannot observe the state of the appliances, having too many elastic loads can be
detrimental and leads to a decrease in the welfare. In that case, having a large player that controls
many appliances introduces synchronization between devices, which makes the behavior of the system
less predictable. This problem is probably hidden today as the installed capacity of demand-response
is small but this is clearly a threat for the future. We also find that demand-response brings the same
benefit as a storage system that would have a cycle-efficiency of 100%. Hence, it outperforms current
storage technologies that have an efficiency of only 70 to 90%.

6.3 Discussion and Future Work

Our work on smart grids has mainly been focussed on how to solve the energy balance problem in a
context where a large share of the electricity is produced by renewables. The key factor that defines
our problem is the presence of multiple time-scales. For these scenarios, we developed centralized and
distributed algorithms that will serve as building blocks for an implementation in the QUANTICOL
tool.

There are still many open questions. The main question concerns network topology, which is a
spatial component of the problem. In order to keep our models tractable and to develop generic
methodologies, we did not consider the physical constraints of the network. These become important
in a situation where the transmission network is unable to balance a local overproduction of renewable
sources and an underproduction in a remote location. In this case, the placement of storage becomes
crucial. We conjecture that our methodology can be used in a multiple-stage optimization problem:
first by using local storage to solve local imbalance, and finally by aggregating these results.

This question is partially addressed in [CTLBP12] by other members of the team at EPFL. They
study real-time voltage control in a local distribution network. They have developed an heuristic that
uses a low-rate broadcast signal for controlling flexible loads or managing distributed storage. They
numerically evaluated the performance of the scheme on the IEEE 34-node test feeder. They have
shown that the same signal can be used to efficiently control supercapacitors or flexible loads whilst
providing voltage control.

Other extensions of this work constitute the core of the research effort at EPFL on smart grid.
The vision is to build a new control philosophy, which enables resources to directly communicate with
each other and guarantee explicit real-time set-points for power absorption or injection. The goal is to
build a recursive abstraction framework, that would make this method composable: subsystems can
be aggregated into abstract models that hide the complexity from the upper layer.

7 Conclusion and Future Work

In this deliverable, we have reported on our early work on multi-scale modeling based on our expertise
on smart grids. Even at this early stage of the project, there have been multiple outcomes, in terms
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of research articles or advances in the case studies. We made advances in the fundamental aspects of
multi-scale modeling. We provided a literature review of techniques to reduce the complexity of the
analysis of multiple time-scales models. We showed how stochastic hybrid systems can handle multiple
population scales. Finally, we presented an abstraction technique to study multiple organizational
scales. We also developed a new optimization method that we apply to various control problems in
smart grids. This foundational work is a preliminary but necessary step for the implementation of
software prototypes to be integrated in the tool chain of Work Package 5.

For the future of the project, we would like to build on the expertise gained in this work to develop
new optimization tools. In particular, we will focus on the problem of decision making in the presence
of multiple scale and imperfect forecasts. We think that the different areas of work presented in
this deliverable, are the breakthrough that will allow us to achieve this goal. Our method, based on
stochastic Lagrangian decomposition and trajectorial forecast, will allow people to go beyond heuristics
and model predictive control and build more robust control policies.

A challenge will be to provide generic optimization tools based on these results, in order to make
them as broadly applicable as possible. Our expertise gained in the decentralized control of smart
grid systems will also be used for the other case studies. For example, we aim to study the effect of
delays in the redistribution or incentives in bike-sharing systems, and planning of public transportation
buses. We will also contribute to the more theoretical aspects of control. One direction would be, for
example, to use second-order mean field approximations in our forecast model.

This work is directly related to Work Package 2, that focusses on spatial behavior. For example,
hybrid approximation may be helpful when space is considered and mean-field approaches are crucial
in patch models. We also aim to extend our method to the model checking problem, in collaboration
with Work Package 3. The fluid model checking techniques developed in Work Package 3 are partially
based on the construction of suitable hybrid approximations. A better understanding of the methods
from this perspective may lead to efficient approximations of other classes of properties. Finally, we
plan to use the expertise gained from smart grids to develop optimization algorithms for the other
case studies (Work Package 5). Furthermore, hybrid approaches can be used in bus and bike sharing
networks or when there is a centralized controller.
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